
Why you should treat your 
ML defense like a theorem

Florian Tramèr
Stanford → Google → Vacation → ETHZ



DefenseóTheorem
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My is	robust.	



DefenseóTheorem, EvaluationóProof.
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My is	robust.	



Today: refuting a defense = building an attack.
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My is	robust.	



Today: refuting a defense = building an attack.
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What’s next? Breaking 100 defenses?
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10 defenses

7 defenses

13 defenses

35 defenses

11 defenses



This is not how we refute theorems!

7

Here’s an efficient algorithm for 3-SAT!



Instead, we just refute the proof.
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There’s a flaw in line 637...
REJECT!



Similarly, we should focus on refuting ML 
defense evaluations.
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My is	robust.	

This evaluation is 
unconvincing because...

Conclusion: NOT ROBUST



What makes an evaluation convincing?
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My is	robust.	



What makes a proof convincing?
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1. The authors don’t use TeX.
2. The authors don’t understand the question.
3. The approach seems to yield something much stronger and maybe even false.
4. The approach conflicts with a known impossibility result.
5. The authors themselves switch to weasel words by the end.
6. The paper jumps into technicalities without presenting a new idea.
7. The paper doesn’t build on (or in some cases even refer to) any previous work.
8. The paper wastes lots of space on standard material.
9. The paper waxes poetic about “practical consequences”.
10. The techniques just seem too wimpy for the problem at hand. 



Some of these don’t 
really apply to ML...
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1.  The authors don’t use TeX.
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adaptive

“actual proof!”

“sanity checks 
that the theorem 
isn’t completely 
wrong...”

this paper’s adaptive evaluation 
is actually 6x longer than its 
non-adaptive evaluation J

1.  There is no proof.

RobustnessFour
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code

1.  There is no proof.

RobustnessFour

reproducible evaluation

pretrained models

Proof. The	proof	will	be	released	upon	paper	acceptance.
◼
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A strong evaluation should be about quality, not quantity

2.  There are many proofs.

RobustnessFour



If the proof still works
for a theorem that is false, 

there is clearly something wrong!
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Theorem:	3-SAT	∉ P
(𝑥!⋁ 𝑥2 ⋁ 𝑥3) ⋀ (¬𝑥!⋁ ¬𝑥2 ⋁ 𝑥4) ⋀ (¬𝑥"⋁ ¬𝑥4 ⋁ 𝑥7) 

Theorem:	2-SAT	∉ P
(𝑥!⋁ 𝑥2) ⋀ (¬𝑥!⋁ 𝑥3) ⋀ (¬𝑥"⋁ 𝑥5) 

Proof

3.  The approach seems to yield something much stronger and maybe even false.
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is	robustis	robust

Evaluation

If the evaluation still passes (all attacks fail)

for a defense that is broken, 
there is clearly something wrong!

3.  The approach seems to yield something much stronger and maybe even false.

RobustnessFour



Building a minimally-altered, broken defense: 
the binarization test.
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is	robustis	robust

“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991

?



Building a minimally-altered, broken defense: 
the binarization test.
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is	robustis	robust

No adversarial examples found

Robust classifier Weak attack Conclusion

Observation

?
No adversarial examples found

Weak attack

Binarization TestStandard Evaluation Image Space Feature Space

Binary Decision
Boundary

Clean Sample

Negative Region
Valid “Adv.” Sample

Positive Region

Threat Model
Inner Sample

A B

No adversarial examples found

Robust classifier Weak attack Conclusion

Observation

?
No adversarial examples found

Weak attack

Binarization TestStandard Evaluation Image Space Feature Space

Binary Decision
Boundary

Clean Sample

Negative Region
Valid “Adv.” Sample

Positive Region

Threat Model
Inner Sample

A B

“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991



Building a minimally-altered, broken defense: 
the binarization test.
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is	robustis	robust

“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991

Evaluation

If the evaluation were strong 
it would break the non-robust defense



The binarization test identifies flawed 
evaluations.

22“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991

13 defenses where the original evaluation overestimated robustness, 
compared to a future re-evaluation



Weak evaluations fail the test.

23“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991



Strong adaptive evaluations (which broke 
the defenses) pass the test.

24“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991



Some adaptive attacks break defenses but 
remain quite weak.

25“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991



Our test can have false positives.

26“Increasing Confidence in Adversarial Robustness Evaluations”, Zimmermann et al., https://arxiv.org/abs/2206.13991

original evaluations are 
not “completely wrong”



A convincing evaluation should distinguish robust defenses from broken ones! 
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???

3. The evaluation fails to break a non-robust defense.

RobustnessFour
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Theorem:
Technique X 

won’t help you solve 
P vs NP

4.  The approach conflicts with a known impossibility result.
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Theorem:
Technique X 

won’t help you build 
a robust model

Can we show such an impossibility result 
for adversarial ML?



One attempt: a barrier for detecting
adversarial examples.
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abstain

abstain

correct
ε

“Detecting Adversarial Examples Is (Nearly) As Hard As Classifying Them”, ICML 2022, https://arxiv.org/abs/2107.11630

Theorem:
Detecting attacks 

won’t help you build 
a robust model



We show a reduction from robust detection 
to classification.
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We show a partial reduction from robust 
detection to classification.
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reduction

Ø efficient
Ø robust at distance 𝜀

Ø inefficient (at inference)

Ø robust at distance ⁄! "

Robust 
detector

Robust 
classifier

detector



Strongly robust detectors imply a 
breakthrough in robust classification.
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World 1: train inference
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Strongly robust detectors imply a 
breakthrough in robust classification.
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World 2: train inference

0

50

100

Clean Adv.

?

Can we build much more robust classifiers in World 2?
(we don’t know...)

inefficient



Strongly robust detectors imply a 
breakthrough in robust classification.
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World 2: train inference

0

50

100

Clean Adv.

Can we build much more robust classifiers in World 2?
(we don’t know...)

But any sufficiently robust detector implies a positive answer!

inefficient ?



Many detectors implicitly claim 
such a breakthrough!
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robustness claims 
from detector 

defenses
SOTA robust 

classification for ℓ∞
attacks on CIFAR-10



Many detectors implicitly claim 
such a breakthrough!
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our reduction implies a 
robust classifier for ε/2



Optimistic view: this is a breakthrough in 
(inefficient) robust classification!
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Pessimistic (realistic?) view: 
These detectors are not robust!
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Robust detection is as hard as classification.

40

Robust classification Robust detection



Robust detection is as hard as classification.
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Robust classification Robust detection
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4. Breakthrough results using only “weak” techniques. 

detectors denoisers,
preprocessors

randomness

RobustnessFour

empirically weakprovably weak!



Treat your ML defense like a theorem!
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Robustness

1. There is no adaptive attack (or no code). (no proof)

2. There are many partial adaptive attacks. (many proofs)  

3. The evaluation fails to break a non-robust defense. (proof idea still holds for false theorems) 

4. Breakthrough results using only “weak” techniques. (proof idea is believed/known to fail)

Four

Defense evaluations that aren’t convincing are like theorems without proofs...
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